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总体感觉（个人） 

• AM:  CNN, FSMN, highway… 

• Robust, far-field: 框架没有改变，结
构有研究创新，但不一定可商用 

• LM: 同上 

• Decoder: 无 

• 合成, Speaker, 自适应, SLU: 没仔细看 
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Fnnlmstrong short range 
Fsmnword-dependent weight 
Rnnlmlong context 
This work  combine all 

e.g.:                          FNNLM 
            N=2  RNNLM 



n=2 

1.n-gram counts were 
more important than 
word embeddings 
2.n-gram  short snt. 
word embedlong snt. 
3.Not compare with 
interpolated result 



Train AM by 
small labeled 

data 

Decoding large 
unlabeled data 

Select proper 
decoding data 

*select proper 
data to Label 

Train AM by all 
selected data 



• Select proper data 
– Confidence 

• Highwell train; lowbad labeling 

• Word level: Lattice posterior, avg acoustic score, ROVER (system 
combine) 

• Frame level: lattice arc posterior in frame, recalibration (system 
combine) 

– Committee 
• Vote from AMs of different archetecture 

• Integrate data quality metric into training 
– Weighted error signal (frame level) 

– Weighted gate parameter in LSTM (frame level) 

– Importance sample (data value, quality, prior distribution) 

• How to define well-trained data & label quality 
respectively? 



• Some useful conclusion 

– Imperfect labeling is also useful 

– Data of high confidence is useless 

– LSTM is more sensitive to wrong labeling 

– Sequence training is more sensitive to wrong labeling 
(except LFMMI?) 

 



补充 

topic paper 

NNLM summary LSTM, GRU, Highway and a Bit of Attention: An Empirical Overview for Language Modeling in Speech Recognition 

student-teacher Sequence Student-Teacher Training of Deep Neural Networks 

student-teacher Robust Speech Recognition Using Generalized Distillation Framework 

student-teacher Model Compression Applied to Small-Footprint Keyword Spotting 

student-teacher Distilling Knowledge from Ensembles of Neural Networks for Speech Recognition 



Direct concatenate no use 
 
This work: 
increment+delay+nonlinear 
 
ppl: 126115  
(lstmlm:115) 
 
Future work: 
Deep context layer & lstmlm 



1. 1-of-K encoding of domain 
2. LDA feature 
3. Linear hidden network (LHN) 

adaptation layer fine-tune by 
adaptation data 

Result: 
Consistent 10% perplexity and 2% word 
error rate improvements  
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Better quality + better intelligibility  



selecting subset of training data with 
respect to similarity of acoustic 
conditions to test data 



Compared to multistream: reduce 
complexity (but not compare CER) 
Compared to dnn baseline: better CER 



补充 

topic paper 

NMF A DNN-HMM Approach to Non-Negative Matrix Factorization Based Speech Enhancement 

enhance Robust Example Search Using Bottleneck Features for Example-Based Speech Enhancement 

enhance Optimization of Speech Enhancement Front-End with Speech Recognition-Level Criterion 

data augmentation Realistic Multi-Microphone Data Simulation for Distant Speech Recognition 

data augmentation Synthesis of Device-Independent Noise Corpora for Realistic ASR Evaluation 

data augmentation 
Data Augmentation Using Multi-Input Multi-Output Source Separation for Deep Neural Network Based Acoustic 
Modeling 

others Adversarial Multi-Task Learning of Deep Neural Networks for Robust Speech Recognition 

others Reducing the Computational Complexity of Multimicrophone Acoustic Models with Integrated Feature Extraction 

others Far-Field ASR Without Parallel Data 



1.Training CNN: noisy data 
2.enhance: WPE+MVDR 
3.adaptation: 
3.1 LIN: bp of certain adaptation data of 
certain noise type 
3.2 MLP of FLIN:  
Input: enhanced data 
Criteria: | noisy - enhanced | after FLIN 



Compared to fixed factor filters (Tara. 
ICASSP2016): less computation 
Compared to single chan.: better WER 

In the NAB model, we estimate the filter 
coefficients jointly with the AM 
parameters by directly minimizing a 
cross-entropy or sequence loss function.  
 
An LSTM to predict N filter coefficients 
per channel.  


